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Abstract— Developing wearable activity and speech sensing for
assessing human physical and mental health is just as significant
as conscious content for determining social behavior. Multiple
social relevant sensors, such as microphones and accelerometer,
embedded in wearable devices paves the way to provide the
opportunity to continuously and non-invasively monitor anxiety
and stress in real-life situation. In this paper, we present the
design, implementation, and deployment of a wearable computing
platform capable of automatically extracting and analyzing social
signals. In particular, we benchmarked a set of integrated social
features to objectively quantify the level of anxiety using an in-
house built wearable device. In addition, in order to protect
privacy, we propose a potential method to embed the audio
features processing in the hardware to avoid recording their
voice directly. In addition, we have implemented the k-means
classification to determine the level of anxiety of the subjects.
The obtained performance has demonstrated that both activity
and speech social features have the potential to directly infer
anxiety across multiple individuals.

Index Terms— Social signal processing, audio and activity
features, wearable device.

NOMENCLATURE

SSP Social Signal Processing
AC Affective Computing
FMRI Functional Magnetic Resonance Imaging
ADPCM Adaptive Difference Pulse Code Modulation
PCB Printed Circuit Board
MCU Microcontroller Unit
DMP Digital Motion Processor
STAI State-Trait Anxiety Inventory
PRCS Personal Report of Confidence as a Speaker
STE Short-time Energy
ZCR Zero-crossing Rate
MP Maximum Peaks in Short-time
AMP Autocorrelation Maximum Peaks
APN Number of Autocorrelation Peaks
MFCC Mel-Frequency Cepstrum Coefficient
LPCC Linear Prediction Cepstrum Coefficient
std Standard Deviation
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sp Sparseness
PPMCC Pearson Product-moment correlation coefficient
OLED Organic Light-Emitting Diode
MEMS Microelectromechanical Systems
DMIPS Dhrystone Million Instructions executed

Per Second
RMS Root Mean Square
FFT Fast Fourier Transformation

I. INTRODUCTION

SOCIAL Signal Processing (SSP) [1], [2] and Affective
Computing (AC) [3] have been widely studied for decades.

This topic has attracted researchers various fields such as
healthcare [4], [5], psychology [6]–[8], sociology [9], [10],
fitness [11], [12] and ambient intelligence [13], [14].
Psychologists have firmly demonstrated that social signals
especially the nonlinguistic signals (body language, tone of
voice, facial expression) are just as important as conscious
context, which is a powerful determinant of human behavior
and speculate that they might have evolved as a way to estab-
lish hierarchy and group cohesion [15]–[17]. The emergent
research fields of SSP and AC have demonstrated that complex
human social behavior and psychological states can be inferred
from multi-modal data acquisition, fusion and mining by
coupling different types of wearable sensors, principally from
audiovisual [18] and physiological [19] sensing.

Typically, there exist three standard methods to analyze
human social behavior. Firstly, multi-cameras are used
to track and recognize the human activities or gesture in
an environment while they build the corresponding social
network and personality graphs [20]. Secondly, subjects who
are doing social interaction are observed and recorded by the
independent observers in the specific space. Finally, a form of
questionnaire survey is employed for self-reports. To a certain
extent, the standard methods can study the characteristics
of social behavior, emotional performance and mental
health state. However, independent observers trained to do
assessment are limited to a small number of people and have
inter-observer reliability concerns. Multi-cameras monitoring
is expensive and the space that the cameras track and record
is limited. All the above suggests that the issue of personal
privacy of the subjects cannot be well protected. Studies show
that self-report correspond poorly to communication behavior
as recorded by independent observers [21], [22] and it suffers
from subjectivity and memory efforts.
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In recent years, wearable sensors are widely used to sense
and understand human social signals as well as social context
in daily life. The studies can dramatically improve collective
decision making and help keep remote users in the loop [1].
This innovative approach allows SSP and AC to be auto-
mated more naturally. Notwithstanding above, as many of
social interactions over the course of weeks and months are
repetitive, the method allows us to collect multi-modal data
and analyze daily interaction patterns from people over an
extended period of time.

Several wearable computing projects have considered the
use of wearable devices or smartphones to gather social
signals and social context. BodyScope [23] is a wearable
acoustic sensor, which can record the sounds produced in
the wear’s throat area and classify them into activities,
such as speaking, laughing, eating, drinking, and speaking.
In [4], the smartphone is treated as a multi-sensor device
which serves as a continuous monitor capable of inform-
ing both clinically-relevant inferences with efficacious and
timely patient-feedback. MIT Media Lab has developed sev-
eral socially aware platforms [24], [25] to measure several
aspects of social context, including nonlinguistic social signals
measured by analyzing the person’s tone of voice, facial
movement, and gesture.

Recently, there has been a growing concern about the mental
health issues such as anxiety, depression, suicidal ideation, and
self-injury on young generation especially college students.
Reports show that about 32% of college students suffer from
mental health issues [26] and less than 20% of college students
with mental health issues received treatment [27]. Anxiety
disorders may impose significant functional impairment,
especially for juveniles and typically have a chronic
course, which can interfere with student’s performance at
school or social interaction activity [28]. Even in daily life,
a large amount of general population fears public speaking
with great anxiety emotion and behavior activities, which may
induce hands tremble or voice change [32].

The traditional method of diagnosing and assessing ado-
lescent mental health state include self-report questionnaires,
functional magnetic resonance imaging (FMRI) and through
therapist-moderated assessment sessions. They mainly have
the following shortcomings. Firstly, patients should periodi-
cally fill in the questionnaires or go to hospital which will
take them for a long time and uncomfortable way. Secondly,
the self-reported data sometimes cannot be accurate, it may
suffer from subjectivity and memory efforts. Finally, the men-
tal health state reflected by the data they fill out the surveys
is always a reflection of the recent situation and cannot show
changes in mental health state for a period of time. In order to
overcome the shortcomings, the research studies start to use
smartphones as tools to keep track of mental health issues.
In [29], it used smartphone-based sensing modalities including
phone call duration, speech analysis and movement data can
identify manic and depressive states. In [30], it developed
a smartphone app for collecting data relevant to behavioral
trends of mental illness to provide better disease insights
to the patients. In [31], it developed a smartphone app that
periodically collects the locations of the users and answers to

daily questionnaires that quantify their depressive mood, and
demonstrated that there exists a significant correlation between
mobility trace characteristics and the depressive mood.

However, the use of sensors in the smart phones has the
following shortcomings. Firstly, the smart phone is placed
in the pocket while the activity information it captures is
inaccurate compared with the smart watch which is worn on
the wrist. Secondly, the APP of the smart phone running in
the background to record a variety of sensors data will greatly
increase the power consumption. Finally, smart phone holds a
variety of personal privacy information and the users do not
want to leak the important information.

Thus, in this paper, we develop a wearable social sensing
watch for unobtrusively and continuously capturing the gran-
ular details of behaviors and contexts which might provide
important cues about anxiety onset. In particular, we bench-
marked a set of integrated social features to objectively recog-
nize the anxiety. Specifically, we test anxiety level immediately
after public speaking with English or Chinese language to
explore both speech and activity features with index related
to anxiety state. In addition, in order to protect privacy,
we explored a potential way to embed the audio features
processing in the hardware to avoid directly recording their
voice and implement the k-means classification to conduct the
anxiety level recognition.

The paper is organized as follows. Section II introduces
the proposed social sensing architecture. In Section III,
the implementation of experiment set up and feature
extraction is derived. Experimental analysis and a series
of correlation studies with anxiety onset are presented in
Section IV. Several feature extraction algorithms on board
and classification analysis based on the most relevant features
are presented in Section V. Section VI concludes the paper.

II. PROPOSED ARCHITECTURE

The system is constructed based on social awareness to
unobtrusively and continuously collect acoustic and physi-
cal activity signals in completely natural and unpredictable
situation. Briefly, the whole system consists of an acoustic
capturing system which hybrids of acoustic sensor and activity
capturing system. The activity capturing system consists of an
ARM microcontroller, a variety of digital sensors for collecting
multi-modal data which can perceive the environment and
wear social behavior, a microSD card for extended storage,
a power management unit for not only powering up the
whole system but also charging the lithium battery, and an
OLED screen for showing detail information about the running
system.

A. Acoustic Capturing System

Audio signal capturing device with the characteristics
of small size, light weight and low power consumption is
specified which can be fastened onto the subject’ collar
to continuously record the speech utterance. The speech
utterance captured by the acoustic system is sampled
at 48kHz and encoded by adaptive difference pulse code
modulation (ADPCM) algorithm which can save memory.
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Fig. 1. The activity capturing system prototype. (a) Top side. (b) Bottom
side. (c) Wear. 1: OLED connector. 2: aluminum battery socket. 3: manal
reset button. 4: charging chip. 5: dc-dc converter. 6: function buttons.
7: accelerometer & gyroscope. 8: MCU. 9: USB port. 10: debug interface.
11: LED indicator. 12: ambient light sensor. 13: OLED 14: microsd card slot.

Fig. 2. System block diagram of activity capturing system.

B. Activity Capturing System

Fig. 1 shows the design and assembly of the proposed
2-layer printed circuit board (PCB). The block diagram of
system can be shown in Fig. 2. The activity capturing system
is based on STM32F405RGT6 which is a programmable
system on-chip ARM 32-bit microcontroller unit (MCU) pro-
duced by STMicroelectronics. It is designed for consumer
applications where the high level of integration and perfor-
mance (210DMIPS at 168 MHz, DSP instructions and floating
point unit) is inside packages as small as 4 × 4.2 mm are
required.

The MPU6050 is used due to the low power and high
performance requirement of wearable sensors to continuously
collect human posture and activity data. The SI7021 is used
to measure the temperature and humidity of skin which are
significant sign information for assessing the mental state and
emotional performance of the subjects. At the top of the PCB,

a 0.9-inches OLED with 128 × 64 resolution is connected to
the mother board. It is used to indicate the system running
information, and display the measurements of various sensors
in real time so that we can clearly know whether the system
is running normally or not.

In order to meet the different sampling rate of multiple
sensors and minimize the complexity of coding, an embedded
real-time operating system called RT-Thread and a micro
filesystem called FatFs are ported to the system. RT-Thread
is an open source real-time operating system for embedded
devices and is distributed under the GPLv2 license. FatFs is
a generic FAT/exFAT filesystem module for small embedded
system and is written in compliance with ANSI C (C89) and
completely separated from the disk I/O layer.

It has been validated that the activity capturing system can
be able to record three days of data (about 75 hours) as the
3000mAh lithium battery is used.

III. METHODOLOGY AND EXPERIMENT

In this section, we describe the methodology and experi-
mental studies for measuring and assessing adolescent anxiety
state using our platform. The methodology can also be applied
to other wearable social sensing applications with similar
capabilities.

The proposed method hybridizes both speech and activity
social features to measure and assess anxiety state. It has
several advantages over the existing approaches such as being
able to automatically capture the social behavior that allows us
to perform fine-grained analysis of human well-being without
the need of human observers, embedding the audio features
processing in the hardware to avoid directly recording wears’
raw voice data to protect privacy.

A. Questionnaire Details

Subjects were asked to complete a series of questionnaires.
State-Trait Anxiety Inventory (STAI) [33] to assess their
general anxiety and speech state anxiety; Personal Report of
Confidence as a Speaker (PRCS) [34] was used to measure
their public speaking fear severity. The Fear of Negative
Evaluation Scale (FNE) [35] was used to measure a person’s
apprehension about negative evaluation. They also conducted
Five-Factor Inventory (NEO-FFI) [36] and the Rosenberg Self-
Esteem Scale (SES) [37] to control possible difference in
personal characteristics.

B. Speech Data Processing

Offline social feature process and analysis is implemented to
assessing the mental health state of the subjects. Specifically,
a series of pre-processing of audio data has been conducted.
The raw audio signal is pre-processed to remove the silent part
as well as the voice of non-test part of the audio data. After
the pre-processing, only the subjects’ own voice remains.
This process is equivalent to speech segmentation process
and they are manually annotated by using the audio editing
software “Elan”. We analyze blocks of audio data from the
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Fig. 3. Example of calculated features.

acoustic capturing system (i.e. one block of data consisted of
50 milliseconds). Before calculating features the block
audio signals are broken into short-time, 50%-overlapping
windows (frames) of 50 milliseconds. For each frame,
16 features are calculated, namely, short-time energy (STE),
zero-crossing rate (ZCR), maximum peaks in short-
time (MP), autocorrelation maximum peaks (AMP), number
of autocorrelation peaks (APN), energy-entropy (Entropy),
formant, Mel-Frequency cepstrum coefficient (MFCC), Linear
prediction cepstrum coefficient (LPCC), tempo, spectral roll
off, spectral brightness, pitch, mode, key, emphasis and time.
For most of these features within a frame, three simple
statistics are calculated (mean value, standard deviation and
sparseness). This step leads to 76 statistic values which are
the collected feature values that are employed to characterize
the input audio signal. The example of audio raw data and
two features can be shown in Fig. 3.

In order to obtain a set of baseline measurements of the
“typical” speech social features when subjects under normal
environment, a set of standard data have been recorded.
We arrange every subject read a well-designed English para-
graph and a Chinese paragraph in a completely natural and
relaxed state in a closed classroom and record the voice at
the same time. Each of 76 statistic feature calculations is
performed on all standard data samples to obtain a set of values
that can be considered typical of speech and environment
sound signal.

C. Activity Data Processing Method

In order to estimate more accurate wrist movements,
we combine the data from accelerometer and the data from
gyroscope. Studies show that the major energy band for daily
activities is 0.3–0.5Hz [38], and 99% of the acceleration power
during bare foot walking is contained below 15Hz [32], [33].
In [41], study concluded that in order to assess daily physical
activities, accelerometers must be able to measure up to ±4g
if they are attached at waist level. Thus, in our experiment
the three-axis accelerometer and three-axis gyroscope signal
is sampled at 100Hz, which can not only capture the range of
human activity but also save the power consumption.

The example of raw data diagram is shown in Fig. 4(a).
Before calculating features, the block activity signals are
broken into short-time, 50%-overlapping windows (frames)

Fig. 4. Example of calculated features. (a) Gyroscope raw data.
(b) Short-time energy of gyroscope z-axis signal.

of 600 sample points (6 seconds). For each frame, seven
kinds of features are calculated, namely, mean, standard devi-
ation, short-time energy, energy-entropy, correlation coeffi-
cient between axis, pitch, roll and peak value in frequency
domain. Parts of these features have been successfully used
in [42] and [43]. Examples of the calculated feature is shown
in Fig. 4(b).

D. Correlation Analysis

Once activity and speech social features are extracted,
the Pearson product-moment correlation coefficient (PPMCC)
between social features (speech and activity features) and
the subjects’ self-report anxiety levels are calculated. It is
a measure of the linear correlation between two variable
X and Y . It has a value between +1 and −1, where 1 is
total positive linear correlation, 0 is no linear correlation, and
−1 is total negative linear correlation.

The purpose of the paper is to determine both the most
relevant and the least relevant sets of features to objectively
identify anxiety. In order to further explore language differ-
ence (English vs. Chinese) and identify the most relevant
social features, correlation analysis between social signal
features and the self-report anxiety grades was conducted in
different categories.

E. Experiment Setup

We have collected a corpus containing sensors-derived mea-
surements of speech and activity within 94 subjects. They are
all sophomores at the University of Electronic Science and
Technology of China (UESTC) and we record the data from
a English lesson class. At the beginning of each class, they
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Fig. 5. Test subject.

are asked to make presentations in groups for about five
minutes. Each group is required to perform in both English
and Chinese. During the presentation period, each member of
the group is instructed to wear the acoustic capturing system to
continuously record the audio signal and the activity capturing
system containing multiple sensors for detecting activities,
postures and environmental context. Fig. 5 shows how a
subject wears the audio capturing system and the activity
capturing system. After the presentations, every subject is
asked to complete a survey at the end of each data collection
episode, reporting on their immediate feeling when they are
presenting in front of the class. In total, we collected 10hrs of
audio and activity signals and 912 self-reports. Other question-
naires for personal characteristic and general state were carried
out at the end of the semester. The data is collected during
presentation process for one day per week over a semester.
As some of subjects’ sample data is not complete or do not
satisfy the instruction (e.g. some subjects only do the English
presentation but no Chinese presentation or missed filling in
the questionnaire) this brings us to a total of 22 subjects.
We evaluated these subjects’ data and focused on analyzing the
correlation between self-report grades and the features derived
from activity and speech. The objective of the experiment is
to use the proposed platform to correlate the anxiety state
with social sensing features for individual subjects. The self-
report questionnaires provide us with a detailed picture of the
subjects’ recent anxiety level during presentation.

IV. EVALUATION AND ANALYSIS

In this section, we will specify the progress of social feature
analysis

A. Speech Analysis

In order to do comparative analysis, we have selected
those data that contain both Chinese and English presentations
from the collection of data set. For each of the collected

TABLE I

ANALYSIS OF OVERALL PRESENTATIONS

speech data, the following features are calculated: STE, ZCR,
MP, AMP, APN, Formant, Entropy, MFCC, LPCC, Tempo,
Rolloff, Brightness, Pitch, Mode, Key, Emphasis and time of
presentation. Since most features are vectors, the length of
the vector represents the number of frames of each segment
of speech. We calculate three statistics to characterize these
features i.e., mean, standard deviation and sparseness. These
statistics will be used to correlate with the degree of anxiety
of the subjects.

1) General Analysis: Based on different PPMCC, the most
relevant features of speech are statistically evaluated. The
detailed information is shown in Table1.

The SAI questionnaire includes 20 items (total scores from
20 to 80) to assess the feeling of the subjects ‘at the moment’
which is collected after each of experiment and the higher
the score, the higher the level of anxiety the subjects are.
The PRCS questionnaire include 30 items (total scores from
0 to 30) to assess the feeling of subjects when they are
performing presentations and the higher the score, the higher
the level of anxiety the subjects are.

SAICN represents the SAI questionnaire completed after the
subjects’ Chinese presentation, and SAIEN represents the SAI
questionnaire completed after the subjects’ English presenta-
tion. This naming rule is equally applicable to PRCSCN and
PRCSEN.

In Table 1, each row represents the number of relevant
speech features that reach a certain level of PPMCC
(0.5 or 0.6) which is in the first column of each table and
each column of the table represents a specific questionnaire
which reflects the anxiety state of the speaker at different
times. For example, the number 2 of the third row and
second column indicates there are 2 features (actually the
Brightness_sp and MFCC5_sp) whose absolute correlation
with SAICN questionnaire score exceeded 0.6 which means
these two speech features have a high correlation with the
degree of anxiety.

2) Chinese vs. English: Through the comparative analysis
of Table 1, we can clearly find that the number of relevant
features in Chinese presentation is always more than that in
English presentation. In this case, there are 11 speech
features (i.e., STE_std, STE_sp, MP_mean, MP_std,
MP_sp, AMP_std, AMP_sp, Formant_mean, MFCC5_sp,
Brightness_sp, Emphasis) whose absolute value of the
correlation coefficient exceeds 0.5. However, when it comes
to English, there are only two features (MFCC9_mean and
Brightness_sp).

Tables 2a-b respectively show the most five relevant
speech features associated with SAI and PRCS questionnaire
scores and their correlation coefficients. In Table 2a and 2b,
the red histograms represent the five speech features that are
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TABLE II

(a) ANALYSIS OF OVERALL PRESENTATIONS.
(b) ANALYSIS OF OVERALL PRESENTATIONS

TABLE III

NUMBER OF COMMON FEATURES IN TOP10

most relevant to SAICN questionnaire scores and are arranged
in descending order of correlation coefficients while the blue
ones describe the five speech features that are most relevant to
SAIEN questionnaire scores. Table 2a-2b show that of the five
most relevant features, almost all of Chinese speech features
have a higher correlation coefficient than English ones. Specif-
ically, in these features, the average correlation coefficient
for each feature of Chinese is 0.72(SAI) and 0.79(PRCS)
higher than that in English. This means the speech features of
Chinese presentation show a better consistency with the level
of anxiety. Since Chinese is the native language of all subjects,
this further implies that comparing with foreign language,
when the subjects peak in native language, the speech features
have higher potential to better reflect the degree of inner
anxiety.

In order to further study the differences between Chinese
and English presentations, Table 3 shows the number of
common features in the most relevant 10 features both in
Chinese and English presentations respectively.

TABLE IV

NUMBER OF COMMON FEATURES IN TOP10

Table 3 shows the number of common most 10 relevant
features both in Chinese and English presentation. In par-
ticular, in PRCS questionnaire there are only 3 features in
the top 10 most relevant features that have relatively high
correlation with psychological anxiety in both Chinese and
English speeches. This shows that when the subjects speak in
different languages, the features of the voice that indicate the
degree of inner anxiety are not the same. The reason for this
is attributed to the different language used while they behave
with the different verbal skill and the occurrence of different
habits. This also shows that when the subjects use phonetic
features to characterize the degree of psychological anxiety,
different language reflects the different voice features.

3) Male vs. Female: Table 4 show the number of common
most 10 relevant features both in male and female presentation.
Through Table 4 we find that the 10 most relevant features
of male and female are almost different in both Chinese and
English. For example, in Chinese presentation, there is no
common feature in the most 10 features in the SAI ques-
tionnaire, and in SAIEN the number of features that both in
top 10 features of male and female is only 2. This shows
that the speech features which can indicate men’s anxiety are
not the same as women’s. The reason for this phenomenon
can be attributed to male and female speaking with different
voice frequencies. This means that we should distinguish
between men and women when charactering anxiety with
speech features.

B. Activity Analysis

In order to perform comparative analysis, we have selected
data that contain both right hand and left hand data set form
the whole collected data set.

For each of the collected samples, 8 types of features are
calculated i.e., mean, standard deviation, short-time energy,
entropy, correlation between different axis, pitch, roll and peak
value in frequency domain. These features will be used to
correlate with the degree of anxiety of the subjects.

1) General Analysis: In this section, based on different
correlation coefficients, the most relevant features of activity
are statistically evaluated. The detailed information has been
summarized in Table 5a-b. The specifications of the form are
identical to those of the speech analysis form. For the activity
capturing system, it is found that the devices worn on the left
hand and right hand have generated different data, especially
the axis of the accelerometer and gyroscope. Thus, the later
analysis of the activity data set will be distinguished whether
the data is collected by the left hand or right hand.

2) Chinese vs English: Based on different PPMCC,
the most relevant features of physical activity are statistically
evaluated. The detailed information is shown in Table 5a-b.
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TABLE V

(a) ANALYSIS OF OVERALL CHINESE PRESENTATIONS.
(b) ANALYSIS OF OVERALL ENGLISH PRESENTATIONS

In Table 5a-b, each row represents the number of rele-
vant activity features that reach a certain level of PPMCC
(0.4 or 0.5) which is in the first column of each table and
each column of the table represents a specific questionnaire
which reflects the anxiety state of the speaker at different
times. For example, the number 2 of the fourth row and second
column in Table 5a indicates there are 2 features (actually
the gy_std and Peak value) whose absolute correlation with
SAICN questionnaire score exceeded 0.4 which means these
two speech features have a high correlation with the degree
of anxiety.

Through the comparative analysis of Table 5a-b, we can
clearly find that the activity features associated with the
state of anxiety in English presentations are always more
than those in Chinese presentations. This phenomenon
occurs simultaneously in the left and right hand scenes.
When the subjects make Chinese presentations, there is only
one activity feature (ayz_cov) where absolute value of the
correlation coefficient exceeds 0.5 in PRCS questionnaire.
However, when it comes to English presentations, the number
significantly increases to four (i.e., aRMS_mean, aRMS_power,
gx_std, peak number). One reason for this is that when the
subjects speak their mother tongue, behavioral action will be
more natural, which will enable them to better control their
body language. On the contrary, when the subjects speak in
non-native language, their behavioral action changes and they
use the body language as much as possible to complement
their presentations. Thus, the body language reflects the
degree of the subjects’ inner anxiety.

3) Left Hand vs Right Hand: When the subjects give
Chinese presentation, it is observed that the number of hand
activity features is less than that in English. In Table 5a-b,
we can clearly find that compared to the left hand, right
hand action is more able to reflect a male’s anxiety state.
There are 6 activity features of right hand (aRMS_power,
aRMS_std, ay_std, az_std, azgz_cov, peak value) where the
absolute value of the correlation coefficients exceeds 0.5 in
English presentation. However, when it comes to left hand,
it is found that there is no activity feature where the absolute
value of the correlation coefficients even exceeds 0.4. This

TABLE VI

COMPARISON OF CALCULATION PERFORMANCE

indicates that, compared to the left hand, the inner anxiety
state is often reflected by the action of the right hand which
is the dominant hand of most subjects.

V. DISCUSSION

A. Integrated Feature Extraction Algorithm on Board

In this project, we use Matlab software to process the col-
lected data off-line. On the contrary, we have fully considered
that the collected data processed by the smart device. The
Table 6 describes the comparison of computing time between
microcontroller and Matlab.

We run Matlab 2016a on the PC with i7-6700
CPU@3.4GHz and the wearable device run at 168MHz.
Several examples of feature calculation have been compared,
which is Energy, Entropy and Formant of speech data. As is
shown in Table 6, although the computing time of the wearable
device is longer than those in Matlab, we can infer the
possibility of performing features calculation while collecting
data because the computing time is much shorter than the
collecting time. The wearable device run an embedded real-
time operating system where the tasks are separately processed
and these include data collection, a write data to files through
‘FatFs’ as it writes the sensor data file every T second. Once
a file is closed, the data processing task starts reading the file
to RAM and processing the data. Because it is a multi-tasking
operating system, the old data processing and the acquisition
of the new data can be processed in ‘parallel’. Although this
is pseudo-parallel, the delay between new data collection and
old data processing is T. When T is small enough, we can
actually think this is parallel.

Fig. 6. shows the comparison of energy calculated by Matlab
and the wearable device. Through the comparative analysis in
Fig. 6(b), we can clearly find that the feature energy computed
by the wearable device are similar to Matlab.

In order to further verify the correctness of the feature
extraction algorithm of the hardware system, we have con-
ducted the error analysis by comparing features calculated by
Matlab and that by the wearable device. Fig. 7 shows that the
error of energy ranges from 0 to 4 × 10−4, and it is below
1 × 10−4 for most of the time. This proves that our algorithm
on hardware system is almost the same as it in Matlab.
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Fig. 6. Comparison of Features Between Matlab and Wearable Device.
(a) Speech signal. (b) Energy calculated by Matlab and wearable device.

Fig. 7. Energy error analysis between Matlab and wearable device.

Fig. 8. The scatter plot the sample distribution.

B. Classification Analysis

We used K-means algorithm to do the classification analysis.
In particularly, we selected the analysis results in Table 2 in
which the most two features (MFCC5_sp and Brightness_sp)
associated with SAICN are selected. We take the median value
of the SAICN scores as the criterion of classification. Fig. 8.
shows that the distribution of the samples with speech features
of Brightness_sp and MFCC5_sp. The red circles represent the
subjects who get high score which indicates a high level of
anxiety and the blue circle represent the subjects who get low
score which indicates a low level of anxiety.

Fig. 9. Classification result of K-Means algorithm.

We initialize the K-means as iteration number of 1000. After
converge, it automatically separate two groups with low and
high score which is shown in Fig. 9.

In Fig. 9, we clearly see the samples classified by the
K-Means algorithm into two groups, and the samples of
misclassification is represented by forks. As shown in Fig. 9,
the total number of samples is 22, and number of samples
correctly classified is 16. Thus, the correct rate of K-means
algorithm classification based on the speech features of
Brightness_sp and MFCC5_sp is 72.73% which means the
two features have a certain reference value in assessing the
degree of anxiety.

VI. CONCLUSION

In this paper, a novel platform and approach for the analysis
of human physical and vocal activities and their associations
with anxiety has been proposed. The proposed method enjoys
at least three significant advantages. Firstly, several features
of activity and audio data that most relate to mental health
especially anxiety state have been found. Secondly, a novel
activity capturing system has been proposed to capture the
unobtrusively and continuously collect acoustic and physical
activity signals in completely natural and unpredictable
situation. Finally, the speech features extraction algorithm is
embedded in the wearable device for protecting privacy so
that there is no need to record the wear’s raw speech data.
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