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Abstract—This article presents a novel semisupervised learn-
ing method for wearable sensors to recognize human activities.
The proposed method is termed a tri-very fast decision tree
(VFDT). The proposed method is a more efficient version
of the Hoeffding tree and three VFDTs are generated from
the original labeled example set and refined using unlabeled
examples. Based on the heuristic growth characteristics of
VFDT, a tri-training framework is proposed which uses
unlabeled data to update the model without labeled data.
This significantly reduces the computational time and storage
of the data processing. In addition, the proposed method is
embedded into wearable devices for online learning, while the
test data flow is regarded as the unlabeled data to update the
model. The experiment collects data stream of 16 min with
motion state switching frequently while the wearable devices
recognize motions in real time. An experimental comparison
has also been undertaken for performance evaluation between
the wearable and computation using a desktop computer. The
obtained results show that only minor difference in terms of
the f1-score rendered by the proposed method online or offline.
This is a prominent characteristic for wearable computing
within the Internet of Things (IoT). Data set can be linked as
https://faculty.uestc.edu.cn/gaobin/zh_CN/lwcg/153392/list/index.
htm.

Index Terms—Online learning, real-time activity recognition,
semisupervised learning, wearable device.

I. INTRODUCTION

HUMAN wellbeing and mental evaluation play an impor-
tant healthcare element in daily lives. Human activity

recognition (HAR) is an emerging field in the healthcare con-
text as it involves wellbeing and personal fitness tracking,
monitoring of elderly and frail people, and assessment of reha-
bilitation. There are several approaches to capture human’s
behaviors and these include cameras, smartphones, and wear-
able devices. Wearable devices have recently played an
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increasing important role in HAR. The reason for such interest
lies in many applications, which has been made possible by
the progressive reduction of their physical size and costs.
There are wide examples of wearable devices which include
sport and physical activities [1]–[3], surveillance [4], human
computer interaction [5], [6], rehabilitation [7], [8], and mon-
itoring elderly people for ambient assisted living (AAL)
purposes with the Internet of Things (IoT) [9], [10].

The applications of machine learning and deep learn-
ing algorithms for HAR are crucial. Machine learning
methods, such as the kernel neural network (KNN)
and support vector machine (SVM) have been used
to recognize the daily activities [13]. In addition, the
deep neural network (DNN) [14], convolutional neu-
ral network (CNN) [15]–[17], restricted Boltzmann
machine (RBM) [18], [19], and recurrent neural
network (RNN) [20] models are widely used [13]. As
HAR is a time-series classification problem with local
dependency, the LSTM network model is known to be
well suited [14] as it utilizes the temporal correlations
between neurons. Jiang and Yin [15] proposed an active
learning approach based on deep CNN learning. Carneiro
and Nascimento [21] constructed a multimodal model deep
convolution neural network (DCNN) that it processes each
sensor separately and extracts information from multiple
temporal scales. Yver [22] proposed an algorithm that uses a
temporal series self-characterization mechanism based on the
use of a deep recurrent network (DRNN) to predict upcoming
segments of temporal data.

HAR systems have achieved satisfactory results in terms of
accuracy using machine learning and deep learning algorithms.
Most methods, however, are designed for offline process-
ing. This is especially the case in the field of healthcare
services but it requires real-time decision. Online learning
presents an alternative approach to solve the problems as
it has capability to keep training the model on the wear-
able devices. This is possible by continuously reading the
sensors’ real-time data stream and using it for classification
of the user’s activity and further training. For current rele-
vant online works, the lack of data is a problem [23], [24].
Semisupervised learning using unlabeled data is an effective
direction. In [25], a relational k-means-based transfer semisu-
pervised SVM learning framework (known as RK-TS3VM)
is used to build a prediction model with labeled and unla-
beled samples. Co-training is one of the major semisupervised
learning paradigms that it iteratively trains two classifiers on
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different views and uses the predictions of either classifier on
the unlabeled examples for data augmentation. It is a repre-
sentative paradigm of disagreement-based methods [27]. Laine
and Aila [28] proposed a tri-training algorithm that does not
require sufficient and redundant views. In order to achieve bet-
ter generalization performance, a co-training algorithm named
COTRADE [29] is implemented. Miyato et al. [30] combined
self-paced learning and co-training to adopt two different
networks as classifiers and the final model behaved better
performance. Noury et al. [31] proposed a temporary ensem-
ble which uses the semisupervised method to train the neural
network, introduced the self-ensemble mechanism, and calcu-
lated the mean square deviation by using the average of the
current model prediction results and the historical prediction
results. Chen et al. [32] proposed the mean teachers which
takes into account the accumulation of labeled and unlabeled
loss functions as the joint loss function so as to solve the
problem for large-scale data sets. Bianchi et al. [33] used a
virtual confrontation training (VAT) in semisupervised learning
which is equivalent to regularizing the model and alleviating
the overfitting problem.

When the size of data sets is large, online computation is
a problem. The use of complicated machine-learning-based
methods such as DNNs need to transfer the data to the server
with the help of bluetooth or WiFi [34], [35]. Shi et al. [36]
designed a wearable sensor which embeds an inertial mea-
surement unit (IMU) and a Wi-Fi section to send data on
a cloud service while coupling the sensor to a CNN. With
IoT connectivity, many commercial products, such as Apple
Watch, Fitbit, Microsoft Band, and smartphone apps are
already available for continuous collection of physiological
data. Jahanjoo et al. [37] embedded the Torch framework
on smart phones to implement the deep learning model and
used a powerful platform Intel Edison to demonstrate on-node
activity classification. Nevertheless, since these experiments
were tested in ideal environments and the hardware resources
of most wearable devices are limited, designing embeddable
algorithms with feasible computational cost is the target. The
works aim to achieve the balance between accuracy and
numerical complexity tradeoff. Reducing dimensionality of the
input features vector is one way to reduce the computational
time. Principal component analysis (PCA) and/or indepen-
dent component analysis (ICA) [38], [39] are two well-known
methods for dimensionality reduction. Chen and Guestrin [40]
proposed a two-segment feature extraction method that cal-
culates the features with low computational cost. Decision
tree (DT) is a simple classification model since the tree-like
model is easy to implement with low storage requirements
and less computational complexity [41]. The DT model was
embedded on the low-power microcontroller STM32 and it
offered activity information in an acceptable accuracy [42].
The very fast DT (VFDT) uses a type of Hoeffding tree
for streaming data mining. With increasing levels of noise
added to the training examples, it embodies better accuracy
and robustness than the C4.5 tree [43].

In this article, an online learning prediction model is
proposed to recognize human daily activities and it is
embedded on the wearable devices. The contributions can be
drawn as follows.

Fig. 1. Block diagram of activity recognition system.

1) Design of wearable devices with multiple sensors to
collect human behavioral data. A semisupervised classi-
fication model tri-VFDT is proposed so that unlabeled
examples could be used for classification and further
training.

2) VFDT is selected as the base classifier to process stream-
ing data. According to the characteristics of VFDT, the
tri-training semisupervised framework is modified so
that computing time and space are saved.

3) After filtering the high-dimensional behavior features
with the simulated annealing [46] algorithm and initial-
ization offline, the simplified model is embedded on the
devices to learn and recognize the human’s behaviors
online.

This article is organized as follows: Section II presents
the online learning system and the details of the proposed
method. Experimental results and discussions are elaborated
in Section III. Finally, we summarize the proposed work and
identify the future work in Section IV.

II. METHODOLOGY

A. Description of Wearable Online Learning and Analysis
Framework

In this section, the proposed framework for wearable
social-sensing and online learning system will be presented.
Fig. 1 illustrates the proposed system in four parts: 1) a wear-
able social perception system for behavior signal collection;
2) a multiview learning system; 3) online testing of wearable
devices; and 4) comparison and evaluation.

In overall, the first part consists of a wearable social percep-
tion system. The second part proposes the tri-VFDT algorithm
to extract the information of unlabeled data so as to optimize
the original classifier. Moreover, in order to embed the algo-
rithm in the wearable devices, the computational complexity
has to be carefully reduced. The third part is online testing.
In the experiment, the proposed model is applied to online
learning and integrated into the wearable device to process
the streaming data in real scene directly. The fourth part is
evaluation.
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Fig. 2. Block diagram of tri-VFDT.

Fig. 3. Schematic diagram of the histogram algorithm.

B. Framework of the Proposed Online Learning Method

In this section, first, the proposed algorithm tri-VFDT is
introduced, then the process of method used for online learning
system is described.

In Fig. 2, we present our design of the semisupervised
learning system. The proposed method focuses on optimiz-
ing computational complexity and storage when extracting
the information of unlabeled data. A suitable classifier VFDT
is applied as the base learner. According to the character-
istics of VFDT, a new tri-training framework is proposed,
and the histogram algorithm is applied for further feature
simplification.

1) Histogram Algorithm: The histogram algorithm can be
used to reduce computational complexity. Selecting the best
segmentation points is time consuming for tree models,
especially for continuous features. The histogram algorithm
improves the efficiency of the greedy algorithm when the
amount of data is too large to load the memory at one time.

Fig. 3 shows the schematic diagram of the histogram algo-
rithm. The histogram algorithm discretizes continuous float
numbers into k integers and transforms continuous features
into discrete features. The discretized value is used as the
index to accumulate statistics in the histogram. When looking
for the best splitting point, k histograms are traversed. After
feature discretization, the segmentation points can no longer
be precisely predicted and this will affect the results. However,

TABLE I
COMPARISON BETWEEN PRESORTED AND HISTOGRAM

the performance on different data sets show that the discretiza-
tion of the segmentation points does not have a great impact
on the final accuracy whereas, occasionally, this even makes it
more robust. Coarse segmentation points have regularization
effects which effectively prevent model overfit and reduce the
variance of prediction. Presorted is used in XGBOOST [40]
to speed up the search for the optimal splitting point and
the histogram algorithm is used in Lightgbm to speed up the
computation [47]. Table I shows the performance comparison
between the presorted and histogram algorithms. Through fea-
ture extraction, the data with dimension [30883 × 69] is input
into the model, where the first number represents the size of
the data, and the second number represents the number of
features. Table IV shows the categories of input features, the
acceleration value of x-, y-, and z-axes extracted from the
features from each category, respectively, After the “bins”
processing, the dimension of the sample changes from to
[2987 × 69], which is 1/10 of the original data. For data stor-
age, the original storage is float and the storage space of each
float is 4 bytes. After the bins processing, continuous val-
ues are mapped to discrete values and into different bins. The
number of each bin is stored with an integer, and the stor-
age space is 1 byte. The data storage s is now changed from
(30883 × 69 × 4) to (2987 × 69 × 1).

First, a column of features is sorted. The total number
of samples is 30 883, which is called total_cnt. We set
the minimum number of samples contained in the bucket,
min_data_in_bin = 10. We make distinct_values as an array
that holds feature values, which increase monotonically. We
set the array count as the number of samples correspond-
ing to the value of the feature in distinct_values. We make
num_distinct_values the number of feature values, and its
value is the length of distinct_values . We set max_bin =
2987, which is the maximum number of buckets.

When the feature values have zero, all zeros are divided
into one bucket. Let the number of positive numbers, nega-
tive numbers, and zero be right, respectively, right_cnt_data,
left_cnt_data,cnt_zero. Here is the numbers of positive and
negative buckets, respectively

left_max_bin = int

(
left_cnt_data

total_cnt − cnt_zero
∗ (max_bin − 1)

)

right_max_bin = max_bin − 1 − left_max_bin)).
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When this happens, the two boundaries of each bucket only
need to be found out. Through the relationship of the value of
each element in the counts array and max bin, the two bound-
aries are set. In this way, the boundaries of all buckets are
calculated and stored in an array bin upper bound as the divid-
ing point group. According to the dividing point group of each
column of features, the value of the feature can be converted
to the number of the bucket, and input into the model for cal-
culation. In this way, the continuous value can be converted
into a discrete value.

2) Base Classifier VFDT: To solve the problem of lim-
ited data storage, VFDT learns by seeing each example only
once, instead of reading the entire data set repeatedly and
sequentially. Therefore, examples from an online stream are
not stored while parameters are stored instead. Given a stream
of examples, once the root attribute is chosen, the succeeding
examples will be passed down to the corresponding leaves
to choose the appropriate attributes iteratively. The Hoeffding
bound (HB) [44] is applied to determine the necessary num-
ber of examples at each node which acts as a threshold for
tree pruning based on certain conditions. For n independent
observations of a real-valued random variable r whose range
is denoted as R, the HB illustrates that with confidence 1 − δ

the true mean of r is at least r − ε where

ε =
√

R2ln(1/δ)

2n
. (1)

HB has the attractive property that it is independent of the
probability distribution generating the observations. With this
property, when VFDT is used to process streaming data, it is
applicable to HB regardless of the data distribution of real-time
data. Similar as a batch learner, it trains and updates the initial
model once a period of time. With the increase of epochs, the
tree becomes deeper.

3) Improved Tri-Training Framework: Tri-training is con-
sidered as a multiview method. Compared with co-training,
the tri-training neither requires different supervised learning
algorithms that partition the instance space into a set of equiv-
alence classes nor does it use tenfold cross validation on the
original labeled example set. Three identical initial classifiers
are refined during the tri-training process, the final hypothe-
sis is produced via majority voting. Unlabeled samples with
high confidence of prediction results are selected to expand
the training set while the model is refined until the prediction
error guaranteed. Labeled and unlabeled data are input to the
system, it labels the unlabeled data through three classifiers.

Labeled data are separated to train_X and val_X as the
training set and verification set, respectively, and their labels
are train_y and val_y, that is, labeled_X = train_X ∪
val_X, labeled_y = train_y ∪ val_y, and the training set and
test set are segmented 8:2.

Assuming that three classifiers hi, hj, and hk are
initially trained from train_X ∪ train_y, the function
MeasureError(hj, hk) attempts to estimate the classification
error rate, e[i], of the hypothesis derived from hj and hk

MeasureError(hj, hk) =
∑

hj(x) �=val_y∑
hj(x) == hk(x)

. (2)

Fig. 4. Tri-VFDT updating process.

In the basic form of tri-training, labeled_X is used to pre-
train the model and calculate e[i] for each iteration but this
can lead to overfitting. Therefore, in our approach, a new
verification data set valX is used to evaluate whether the accu-
racy of the base classifier is improved. If e[i] is less than the
classification error rate of the previous round e_prime[i], the
classification accuracy of hj ∪ hk is improved (since the initial
value of e_prime[i] is 0.5, e[i] is derived from the first iteration
and compared with the initial value 0.5). In the tth iteration,
the samples with the same prediction results of hj and hk are
selected as high confidence samples to expand the sample set
Lt

i for hi (Lt
i is an empty set originally). The update sample

sets Lt
j and Lt

k for hj and hk are expanded, respectively. After
expanding all sample sets, the three classifiers are updated
with the updated sample sets Lt

i, Lt
j, and Lt

k, respectively.
After updating hi, let e_prime[i] = e[i]. In a new round of

iteration,e[i] is calculated by the updated hj and hk. Comparing
e[i] with e_prime[i], if e[i] is less than e_prime[i], hi continues
to improve and the iteration continues. If e[i] is greater than
e_prime[i], the update process of hi is terminated. When hi, hj,

and hk terminate the updating step, the training process ends.
After batch data input, the base classifier is updated.

Our approach takes on the integration of VFDT with the tri-
training framework. Compared with the traditional machine
learning algorithm, our approach uses a smaller amount of
effective data to train the model. Fig. 4 shows the training
process of the model.

Fig. 4(a) illustrates the process of data input and accumu-
lation. Once the update samples are selected, the samples
are input into VFDT in the form of one entry per time.
Fig. 4(b) shows the process of node splitting. When the split-
ting condition satisfies Hoeffding’s inequality, the node splits.
After splitting, the data accumulated in the node will be
deleted. In the tth round of iteration, the original tri-training
updates with labeled_X ∪ Lt

i, the proposed method updates
part of the classifier with new batch input data Lt

i. The newly
generated samples are put into the root of the tree as it directly
transferred to the leaf and accumulated in the leaf. The new
samples directly determine whether the leaf is split, rather than
all data being used to determine the nodes split. The theoret-
ical proof as to why the accuracy of a single classifier VFDT
has improved is illustrated as follows.

Three different sample sets are generated by bootstrap to
initialize three base classifiers hi, hj, and hk. L is the original
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labeled example set, Si is sampled from L, and the sampling
rate is 0.8.

Assuming the size of labeled_X is L, which is divided into
training set train_X and verification set val_X, hi, hj, and hk

are the three VFDT trees that have been pretrained

L = train_X ∪ val_X. (3)

Inspired by the approach taken from Goldman and
Zhou [42] with the finding of Angluin and Laird [43], we can
show the following analysis: if a sequence σ of m samples is
drawn, where the sample size m satisfies the following:

m ≥ 2

ε2(1 − 2η)2
ln

(
2N

δ

)
(4)

where ε is the hypothesis worst case classification error rate,
η (< 0.5) is an upper bound on the classification noise rate,
N is the number of hypotheses, and δ is the confidence. Let
c = 2μln(2N/δ), where μ makes (1) hold equality, then (4)
becomes

m = c

ε2(1 − 2η)2
. (5)

To simplify the computation, it is helpful to compute the
quotient of the constant c divided by the square of the error

u = c

ε2
= m(1 − 2η)2. (6)

Let ηL denote the classification noise rate of L, that is, the
number of examples in L be mislabeled in ηL. Assuming that
hj and hk make the same classification on z examples, among
these examples, hj and hk make correct classification on z′
examples, then et

i can be estimated as

et
i =

(
z − z′)

z
. (7)

Thus, the number of examples in Lt
i that are mislabeled is et

iL
t
i.

Therefore, the classification noise rate in the tth round can be
denoted as

ηt = ηL|L| + et
i

∣∣Lt
i

∣∣∣∣L⋃Lt
∣∣ . (8)

Since the base classifier is VFDT, each node is trained inde-
pendently by a part of the input data, the adjacent nodes of
the tree will not interact with each other while the overall
accuracy is determined by the whole tree. In the tth iteration,
according to (6)

ut =
∣∣∣L⋃ Lt

i

∣∣∣
(

1 − 2
ηL|L| + et

i

∣∣Lt
i

∣∣∣∣L⋃Lt
i

∣∣
)2

. (9)

Similarly, ut−1can be computed as

ut−1 =
∣∣∣L⋃Lt−1

i

∣∣∣
⎛
⎝1 − 2

ηL|L| + et
i

∣∣∣Lt−1
i

∣∣∣∣∣∣L⋃Lt−1
i

∣∣∣

⎞
⎠

2

. (10)

As shown in (6), since u is in proportion to (1/ε2), it can be
derived t if ut > ut−1,then εt < εt−1 ,which implies that hi

TABLE II
PSEUDOCODE OF TRI-VFDT ALGORITHM

can be improved through utilizing Lt
i. This condition can be

expressed in (11) by comparing (9) and (10)

∣∣∣L⋃Lt
i

∣∣∣
(

1 − 2
ηL|L| + et

i

∣∣Lt
i

∣∣∣∣L⋃Lt
i

∣∣
)2

>

∣∣∣L⋃ Lt−1
i

∣∣∣
⎛
⎝1 − 2

ηL|L| + et
i

∣∣∣Lt−1
i

∣∣∣∣∣∣L⋃Lt−1
i

∣∣∣

⎞
⎠

2

. (11)

Since |Lt| > |Lt−1|, if et
1 < et−1

1 , then εt < εt−1. Therefore,
in the process of training, hi improves the accuracy. Since the
final result is produced by voting, the accuracy of the tri-
VFDT model is improved by t iteration is compared to (t −1)

iteration. The pseudocode of the proposed tri-VFDT algorithm
is presented in Table II.

4) Feature Selection: Feature selection is required before
integrating the model into a wearable device. Selecting the
important features alleviates the dimension disaster problem
and reduces the difficulty of the learning task.

The wrapper method is a popular feature selection method
and regards the selection of subsets as a search optimization
problem. As a kind of wrapper method, the simulated anneal-
ing algorithm is a stochastic optimization algorithm based on
the Monte Carlo iterative solution. It starts from a higher ini-
tial temperature with the continuous decline of temperature
parameters since it combines with the probability jump char-
acteristics to randomly find the global optimal solution of the
objective function in the solution space.

The initial temperature T0 is set to 100, and the final tem-
perature is Tf is set to 1, the superparameter α is 0.95, and
the training set and test set are segmented 8:2. The VFDT is
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Fig. 5. Proposed online learning system.

used as the learner, and the solution space M maps all fea-
tures. In each iteration, n features randomly selected from all
features (n is artificially defined) that are mapped to a feasible
solution m. The f 1-score of the learner is used as the value of
the objective function E(m). Different from the fitting resid-
uals, the f 1-score is not a penalty attribute, it needs to be
increased. In the next iteration, several features are selected
from the unselected features and exchanged with the selected
features to generate a new feasible solution m′, and the energy
change is calculated as �E = E(m′) − E(m). Different from
the classical simulated annealing algorithm, the purpose of fea-
ture selection is to increase E(m). Therefore, when �E > 0,
m′ is accepted as the new solution, otherwise, the new solu-
tion m′ are accepted with the probability of p = e−[�E/(kT)].
Let T = αT , if the termination condition is satisfied, that
the temperature reaches the minimum temperature (T ≤ Tf ),
the currently selected feature is output as the optimal solu-
tion and the program is terminated. On the contrary, iteration
is continued until the temperature is cooled to the final tem-
perature. Table II shows the selected features. The accuracy
of a single VFDT tree is changed from 90% to 86%. The
accuracy is reduced by 4%, and the dimension of features is
reduced from 69 to 5. The 69-D features applied are described
in Table V and Section III. The selected features are shown in
Table III.

TABLE III
SELECTED FEATURES

5) Online Learning Based on Wearable Devices:
Fig. 5 shows the scenario of applying the above tri-VFDT
method to the online learning system. Three VFDT trees are
trained offline with the selected features, which are used as the
initialization of the base learner. The parameters of the model
are transferred onto wearable device. The streaming data is
put into the model as unlabeled data. Suppose hi is the learner
to be updated while the other two base learners are hj and hk,
respectively. A batch of data, after collected, is predicted by
hj and hk. The prediction result is recorded as Uj, Uk, one of
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Fig. 6. Proposed implementation of the firmware.

which is displayed on the LED screen. After comparison, the
samples with the same value are selected as the samples with
high confidence probability to fill the sample set.

The three base classifiers continue to be updated until
convergence to steady state. When the three classifiers stop
updating, the current iteration ends. When the updating process
terminates, a new batch of data is collected.

Once the convergence condition (accuracy is 95% for a
period of time or the depth of VFDT tree is 6) is satisfied,
the updating process stops and the classifier is used for pat-
tern recognition. Through voting, the final result is stored and
displayed.

The implementation diagram of the firmware is shown in
Fig. 6. The double buffer caching mechanism is developed
to enhance the recording stage and reduce power consump-
tion. Mpu data are collected through Mpu-thread. The original
Mpu signal is sent to Dsp-Thread for preprocessing and fea-
tures extraction. Updating_array is set to transfer the expanded
sample set. After the behavior recognition in the Dsp-Thread,
the result is filled into the array. When the updating_array is
full, it is passed to the online learning system for online pro-
cessing. After Update-thread is finished, a signal is sent to
Mpu-thread to collect data.

III. EVALUATION AND ANALYSIS

A. Experiment Setup and Data Set Preparation

In this experiment, the f 1-score is used to measure the
prediction results. It can be regarded as a weighted average
of the Precision and Recall. Thus, the f 1-score helps objec-
tively analyze the performance of the classifier. Precision and
Recall are defined as

Precision = tp

tp + fp
(12)

Recall = tp

tp + fn
(13)

where tp is true positive, fp is false positive, and fn is false
negative. Precision is the fraction of correctly predicted pos-
itive samples to the total predicted positive samples. Recall
can be represented as the fraction of correctly predicted posi-
tive samples to the total positive samples in actual label. The

Fig. 7. Hardware platform of the self-designed wearable device.

f 1-score is calculated by using the Precision and Recall with
the same weight

f 1 − score = 2
Recall × Precision

Recall + Precision
. (14)

The experiments will be carried out on a wearable social
sensing platform. The self-designed wearable device and its
related hardware platform is shown in Fig. 7. The micro-
processor is an ARM-Cortex4 microcontroller with a DSP
function and the model is STM32F405. Besides, the sensors
system consists of a 6-axis behavior sensor (MPU6050) and
the temperature and humidity sensor (SI7021), which collect
physiological signals and behavioral activity. The display mod-
ule is an OLED screen. In order to record large amounts of
data and save it, the wearable device contains a power man-
agement unit with a 2200-mAh lithium battery and a micro
SD card.

We designed three experiments, which are offline exper-
iment, continuous data acquisition experiment, and online
recognition experiment based on wearable devices. The offline
experiment will be carried out on DATA SET I and DATA
SET II.

DATA SET I is collected with 60 volunteers within an age
bracket of 19–48 years (30 males and 30 females) from the
University of Electronic Science and Technology. The wear-
able devices is worn at volunteer’s preferred wrist to collect
behavioral signals of six kinds of activities, including sitting,
standing, walking, cycling, lying, and running, each for 5 min.
Five 5-min recorded CSV files are stored in the SD card,
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TABLE IV
DESCRIPTION OF DATA SET I

TABLE V
DESCRIPTION OF ACTIVITY FEATURES

TABLE VI
DESCRIPTION OF DATA SET II

representing the behavior data of each movement state. The
specification of the DATA SET I is shown on Table IV.

In the experiment, the behavioral data consist of three-axes
acceleration data and three-axes angular velocity data. This
6-axis data are used to extract behavioral features using the
sliding window. The time interval between the sliding windows
is 3 s. In addition, the features are divided into time-domain
features and frequency-domain features as listed in Table V.
The x-, y-, and z-axes and angular velocity are calculated,
respectively. The accelerations of x-, y-, and z-axes and com-
bined angular acceleration are calculated, respectively. For the
characteristics of x-, y-, and z-axes linear acceleration and
angular acceleration, 18 kinds of characteristics in Table V
are calculated, respectively, and a total of 72-D features are
generated. According to the experimental analysis, the fea-
tures that have a negative impact on the classification accuracy
by several dimensions are removed, and finally changed from
72 dimensions to 69 dimensions.

The public data set HAR Using Smartphones Data set
from UCI [45] is used as DATA SET II. Table VI shows the
summary of the original data information of each volunteer.

Online experiment is carried out with self-designed wear-
able devices. The behavioral data are collected with 22 vol-
unteers (14 males and 8 females) within an age bracket of
24–30 years. In the process of online experiment, the function
includes data collection, online calculation, real-time recog-
nition, and result display. In order to prove the effectiveness
and robustness of the proposed method, the 16-min continu-
ous experiment involves multiple transitions of different states
of motion. The specific process is as follows: standing for
2→min, sitting for 2→min, walking for 3→min, running for

TABLE VII
DESCRIPTION OF DATA SET III

TABLE VIII
TRAINING TIME WITH LABELED AND UNLABELED DATA

3→min, walking for 2→min, sitting for 3→min, and standing
for 1→min.

DATA SET III is used as a comparison with online experi-
ment. In order to form a control experiment, same volunteers
completed the above process. The classification accuracy is
compared with online experiment. The specification of DATA
SET III is shown on Table VII.

B. Results and Analysis

In this section, in order to evaluate the proposed method,
several similar methods are selected for comparison. The
impact of unlabeled data will also be discussed. Labeled data
are input to DT, random forest, and VFDT. We use DT as
the base learner, tri-training as the semisupervised framework
(tri-DT), and unlabeled data are input as data augmentation.
The classification effect, time complexity, and storage of the
model will be analyzed.

1) Time Complexity and Storage: Table XI shows the stor-
age costs and time complexity of several related algorithms
where M is the number of trees, m is the data dimension, n
is the feature dimension, and d is the depth of a tree, v is the
maximum number of values per feature, c is the number of
classes, l is the number of leaves in the tree, n_leave is the
total number of data at leave, nmin is the minimum sample
number at a leave, and s is the number of splits. Since VFDT
stores data in dictionary form, the storage is independent of the
number of examples seen. Through the histogram algorithm,
the amount of data is further reduced. As in Table XI, since
lnkc 
 n and mnvkc 
 nd, the storage and time complexity
are reduced in the proposed method.

Table VIII demonstrates the proposed tri-VFDT is more
advantageous than tri-DT methods in terms of speed with unla-
beled data. In DATA SET I and DATA SET II, the proposed
method uses almost half the time of tri_DT to complete the
training process.

2) Model Results and Analysis: The results of behavior
recognition on DATA SET I and DATA SET II are shown
in Tables IX and XI, respectively.

In Table IX, the f 1-score of VFDT is higher than DT on
each movement state except for walking. The result of tri-dt
is higher than that of DT, which shows the effect of unlabeled
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TABLE IX
f 1-SCORE OF DATA SET I(%)

TABLE X
f 1-SCORE OF DATA SET II(%)

TABLE XI
COMPARISON OF COMPUTATIONAL COMPLEXITIES OF RELATED METHODS

data. For the proposed tri-vfdt model, compared with tri-DT
and VFDT, the f 1-score is significantly improved. It shows
that when a large number of data update the VFDT tree, the
f 1-score will continue to improve. The random forest com-
posed of ten DTs is selected as the reference model. The
algorithm proposed in this article consists of three Hoeffding
trees, and the f 1-score is close to the random forest in the case
of low cost and time.

In Table X, after updating the unlabeled data, the average
f 1-score of the model is improved. The average f 1-score of the
model is improved after updating the unlabeled data. For the
motions that are difficult to recognize such as sitting, when
compared with DT, the f 1-score of tri-DT decreases. This
shows that the tri-training framework is greatly affected by the
base learner when selecting samples with high confidence to
update the model. If the original learning ability of the classi-
fier is poor, the “wrong selection rate” in the selection process
is high. During the updating process, the errors accumulate
resulting in worse results after iteration. The proposed algo-
rithm limits the sample error rate. If the classification accuracy
is not improved, the updating process stops, which maintains
the original accuracy.

Compared with Tables VIII and XI, the influence of the
model changes with the amount of data. The input size of
DATA SET I is 7352 × 561, and the input size of DATA SET II
after feature extraction is 30883 × 49. When the amount of

data increases and the feature dimension decreases, the accu-
racy of the VFDT model is higher than that of DT. The reason
is that VFDT grows heuristically, which means the number of
layers cannot be set artificially and is affected by the amount
of data. When the amount of data is small, the number of tree
layers is low, resulting in poor classification results. When the
evaluation index of the base learner decreases, the updating
process stops immediately. Therefore, when the f 1-score of
VFDT is low, the f 1-score of tri-VFDT is close to it; when
the classification effect of VFDT is better, the improvement
of tri-VFDT is more obvious.

The proposed method has significant better performance
than DT and VFDT in terms of accuracy computational time
and storage. In addition, the time complexity and storage of
the proposed method are much smaller than the random for-
est. With less parameters, the proposed model is convenient
to be embedded on wearable devices and achieves online
computation.

3) Discussion on Parameter Configuration: In this section,
the impact of hyperparameters on accuracy and computation
time is discussed. The experiment will be set on DATA SET I.
First, the analysis will focus on the impacts of the ratio of
unlabeled data to all the data; second, the effects of important
parameters of VFDT are studied.

For the first part, by changing the ratio of labeled data to
unlabeled data, the model effects of tri-DT and the proposed
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TABLE XII
DIFFERENT PROPORTIONS OF UNLABELED DATA (%)

TABLE XIII
f 1-SCORE ON DIFFERENT δ(%)

tri-VFDT are compared, the parameter of VFDT is set to
nmin = 100, δ = 0.05, and τ = 0.01. Table XII shows the
results of different proportions of unlabeled data.

When unlabeled data account for 20% of all data, the
f 1-score of tri-VFDT is significantly higher than tri-DT. With
the highest proportion of labeled data, tri-VFDT performs the
best. After the improvement of the semisupervised framework,
the improvement effect is obvious. When the ratio of unlabeled
data is 40% and 60%, the effect of tri-VFDT is similar to that
of tri-DT. When the unlabeled ratio increases to 80%, the clas-
sification accuracy of tri-VFDT decreases significantly, even
lower than that of tri-DT. Since the amount of data used for
model initialization is too small and the base classifier is under
fitted, this results in low accuracy in the prediction results
when they are used to expand the sample set. As a result, the
classification results decline after the semisupervised frame-
work. This shows that the proposed semisupervised framework
is suitable for data with a large initial sample set.

For the second part, the percentage of unlabeled data is set
at 20%. Tables XIII and XIV show the effects of different
superparameters. There are three important hyperparameters,
τ limits the information gain, nmin limits the splitting condition
of nodes, according to Hoeffding’s inequality, finite data can
replace infinite data with probability of 1 − δ. The experiment
shows that nmin has a little effect on the results.

When τ is set to 0.01 and nmin is set to 100, Table XIII
shows the results on different δ. With the increase of δ,

TABLE XIV
f 1-SCORE ON DIFFERENT τ (%)

the training time decreases, but the accuracy of classifica-
tion decreases. When delta increases from 0.01 to 0.5, the
classification accuracy decreases to 21.54%.

When δ is set to 0.01 and nmin is set to 100, Table XIV
shows the results on different τ , where it is observed that τ has
a great influence on the calculation time. When τ decreases,
the number of calculation rounds increases and the accuracy
improves, but the calculation time also increases. When τ is set
to 0.05, the model performs best and the f 1-score is 91.21%.
When τ is set to 0.01, the training time consumes a much
longer time.

4) Online Experiment Testing on Wearable Devices: The
proposed method is an end-to-end algorithm for online learn-
ing and real-time recognition, which is specially designed for
wearable devices. The model is embedded into the wearable
device to classify the events using the real data directly. Three
difficulties have been encountered with online experiments.
First, in the static data sets, different motion states are bal-
anced; when verification on wearable devices, in a short period
of time, the samples may be extremely unbalanced, and the
data of a certain motion may be greatly enhanced at a cer-
tain time, which will affect the results. Second, in real scenes,
especially in strenuous sports such as running, the tester’s
body shaking may have an impact on the collection and cal-
culation of wearable devices. Finally, due to the limitation of
hardware devices, multithreads are not parallel. Data acquisi-
tion thread, data preprocessing thread, recognition thread, and
updating thread are executed alternately. The collected data are
predicted intermittently, not all of them are calculated. Some
information of the streaming data may be lost.
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Fig. 8. f 1-score for activity recognition on wearable devices.

Fig. 9. f 1-score for activity recognition on desktop computer.

When the motion state is switched, the delay problem
occurs, the prediction results cannot match the label. In the
process of updating the model, the termination condition of
iteration is the accuracy of the classifier is no longer improved
and the running time cannot be limited. When updating
thread is executed, the collection thread cannot be executed.
Therefore, some data will be lost. The prediction results are
written into a fixed length array. In order to align the prediction
result with the label, the missing part is filled with 0, resulting
in a low accuracy (less than or equal to 50%) in a certain seg-
ment. Fig. 8 shows part of the online recognition results. The
results of the control experiment on desktop computer of 2.3-
GHz quad-core Intel i7 processor, 8 GB of RAM are shown
in Fig. 9.

Comparing the results on wearable devices and desktop
computer, the f 1-score of the model embedded into the wear-
able devices decreases slightly but basically still keeps above
82.5%. In contrast, the results on wearable devices are more
volatile and this is due to the environmental noise caused by
the shaking of the equipment and the limitation of the hard-
ware. After a period of study, it is observed that the f 1-score
gradually improved and tended to be stable.

IV. CONCLUSION AND FUTURE WORK

In this article, a semisupervised learning algorithm
tri-VFDT has been proposed for online learning and was

embedded into wearable devices. The dictionary storage mode
of base learner VFDT is suitable for streaming data. In
addition, with the improved tri-training semisupervised frame-
work, unlabeled data have been used to improve the accuracy
and robustness. Compared with other related methods, the
proposed method has higher performance in terms of the
f 1-score with lower training time and storage on two dif-
ferent data sets. After feature selection with the simulated
annealing algorithm, the calculation method of features and
the pretrained model parameters are embedded into wearable
devices. Compared with the verification experiment on the
desktop computer, the obtained f 1-score using the wearable
device has minimal difference. Future research will focus on
a longer duration experiment while reducing the impact of
noise on the model.
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